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Abstract: 
Machine learning models are combined to output a better skillful model. The output model(s) to use or trust to solve a problem is 

subject to its record of performances. In this study, ensemble machine learning algorithm is used in anaconda3 environment to 

combine the predictions from multiple machine learning classification models: K-Nearest Neighbors (KNN), Support Vector 

Machine Enabled Radial Basis Function (SVM-RBF), Decision Trees (DT), Random forest (RF), Multilayer perceptron (MLP) on 

sale dataset. The dataset consist of three levels of sale channels (In-person, Instagram and Whatsapp) and three levels of 

movement restriction period (COVID- 19, nationwide restriction due to national election and no restriction movement). The results 

revealed that KNN, SVM-RBF, DT, RF, MLP, and the combined model had: accuracy score of 62.99 %, 91.57 %, 52.45 %, 89.93 

%, 33.02 % and 49.41 % respectively; the Matthews correlation coefficient (MCC)  gave 50.84 %, 88.85 %, 34.76 %, 

86.61 %, 6.12 % and 29.95 % respectively; F1 score also gave 59.92 %, 91.24 %, 44.83 %, 89.58 %, 19.58 % and 43.59 % 
respectively. It can be seen from the results that combining models for machine learning operation does not necessarily give 

higher performances in all score category but the confidence in individual model to accurately learn on the dataset or from 

neighbor model on its own. 
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Introduction 

It has been observed that accuracy in prediction is still a challenging task due to the volatility in the market affecting parameters 

(Sarangi et al. 2021) and machine learning model could predict with certain accuracy. Researchers have been using multiple 
machine learning models for better accuracy of the combined models. The use of multiple machine learning models is by grouping 

more than one model to combining or stacking models as a hybrid model with the hope to have better performing model 

(Shahhosseini et al.2021). According to Buyrukoğlu and Savaş (2023), stacking could be described as one of the most popular 

ensemble machine learning techniques that could be used to predict multiple nodes to build a new model and improve model 

overall performance. Stacking enables training of multiple models to solve similar problems and based on their combined output, 

it builds a new model with improved performance. An ensemble model in machine learning combines the predictions from two or 

more models. Ensemble learning methods found in machine learning includes bagging, boosting and stacking (Ribeiro and Coelho, 

2020). In stacking, various weak learners are ensembled in a parallel manner in such a way that by combining them with Meta 

learners, better predictions for future can be made (Li et al. 2021). This ensemble technique works by applying the input of 

combined multiple weak learner’s predictions and meta learners so that a better and accurate output prediction model could be 

achieved. In stacking, an algorithm normally takes the   outputs of sub-models as input and attempts to learn how to best combine 
the input predictions to make a better output prediction. Prediction of sales is essential for estimating future revenue by forecasting 

the amount of product or  serviced a sales unit will make. Sales forecast allow business owners to plan out their much-needed 

requirements such as their raw materials, workforce, budget, and other logistics-related needs. Accurate sales prediction make 

sales people and business leaders to make smarter decisions when setting goals, hiring, budgeting, prospecting and other revenue-

impacting factors. 

 

Background Study 
Researchers apply a number of statistical and machine learning techniques to predict the future expected return of investment. 

Sarangi et al. (2021) combined Artificial Neural Network (ANN) and Particle Swarm Optimization (ANN-PSO) model to predict 

future price of gold. The researcher analysed the effectiveness of the ANN-PSO hybrid machine learning model and the result 

showed that the ANN-PSO model is capable of predicting the future gold price with high accuracy.  Mojrian et al. (2020) used 

extreme learning machine (ELM) classification model integrated with radial basis function (RBF) kernel to form ELM-RBF model 

to predict the presence of breast cancer. The ELM-RBF model outperforms the linear-SVM model indicating that the ELM-RBF 

has superior prediction with accuracy, precision, sensitivity, specificity, validation, true positive rate (TPR), and false-negative rate 

(FNR). Deepa et al. (2018) proposed hybrid machine learning model to protect the SDN controller from DDoS attacks and 

experimental results clearly manifest that the hybrid machine learning model provides more accuracy, detection rate and less false 
alarm rate compared to simple machine learning models. Seretis and Sarris (2022) used hybrid model as a combined model for 

predictions of both measured and simulated data models to predict the signal levels at any location in the environment and it was 

observed that even where volume of measured data is insufficient the hybrid model still improve the accuracy of the overall 
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predictions. 

 
In the case of machine learning it is a sub-field of artificial intelligence (AI). The goal is to understand the structure of data. It also 

fit that data into models that could be understood and utilized by people very well. Although machine learning is a field within 

computer science, it differs from traditional computational approaches. In traditional computing, algorithms are sets of explicitly 

programmed instructions used by computers to calculate or solve problem. Machine learning algorithms instead allow for 

computers to train on data inputs and use statistical analysis in order to output values that fall within a specific range. Machine 

learning, because of this, facilitates computers in building models from sample data so as to automate decision-making processes 

based on data inputs. Machine Learning also enables systems to learn on their own instead being explicitly programmed to do so, 

resulting in more intelligent behavior. It generates data-driven predictions by developing models that discover patterns in historical 

data and utilize those patterns to generate predictions. The general architecture of machine learning consists of several steps: 

business understanding (understanding and knowledge of the domain), data acquisition and understanding (gathering and 

understanding data), modeling (which entails feature engineering, model training, and evaluation), and deployment. K-Nearest 

Neighbors (KNN) is one of the tools use in the field of artificial intelligence and is easy to implement and can handle complex 

data. KNN is a supervised learning algorithm for both regression and classification problem (Shah et al. 2020). It works by finding 

the K  nearest points (closest k data points) in the training dataset and uses that proximity to make classifications or predictions 
about the data set. By default, k-nearest-neighbor algorithm does not learn by iterations (epochs). KNN returns an averaged 

prediction based on an observation's k nearest (most similar) neighbors (Tripathy et al 2022; Lin and Wu 2023). Radial basis 

function (RBF) rely on radial function whose value depends on the distance from the point that is not necessarily the point of 

origin ( xa = 0 and xz = 0). RBF kernel (a transformation from one space to another) is similar to K-Nearest Neighborhood 

Algorithm (Zhang et al. 2020). Support Vector Machine (SVM) is supervised machine learning frequently used for solving 

classification problems. SVM had been adjusted to solve a regression problem through the use of the Support Vector Regression 

algorithm (SVR) (Adnan et al. 2022). Decision Trees (DT) could be described as a supervised learning which is used in statistical 

analysis, data mining and machine learning for the purpose of solving regression and classification problems. DT can be 

categorical or continuous variable Decision Tree. DT uses a flowchart-like to make decisions based on input data by subjecting 

data into branches and assigns outcomes to leaf nodes to show the predictions. 

 

Methodology 
Stacking generalization (an extended form of the model averaging ensemble technique in which all sub-models equally participate 

as per their performance weights and build a new model with better predictions) procedure was used for this study (Silbert and 

Kopelowitz 2020; Zhao et al. 2023). New model was obtained due to stacking of the initial models. Stacked up model includes 

original (training) data, primary level models, primary level prediction, secondary level model and final prediction (Figure 1).  

 

 
Figure 1: Stacking ensemble method 

 
Prediction of Sale through Different Channel and Period 

Sale dataset consist of sale in-person, during COVID-19, nation holiday and online ware obtained from Kaffi store. The dataset 

was subjected to pre-processing, classification, validation and various accuracy test using python programming in jupyter 
notebook based on Anaconda3 for development environment. All needed libraries were set in and data frame shape view gave 657 

rows × 6 columns (Table 1). Predictions for stack of K-Nearest Neighbors (KNN), Support Vector Machine Enabled Radial Basis 
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Function (SVM-RBF), Decision Trees (DT), Random forest (RF), Multilayer perception (MLP) using sale dataset were conducted 

and result presented. Using SALESCHANNELPERIOD as target variable and 0.35 astest_size the X_train.shape, X_test.shape 

gave (427, 5), (230, 5) respectively while the y_test.value_counts() reveald the following (listing 1) 

 
Listing 1: y_test.value_counts 

Inperson_N.movement 79 

whatsapp_N.movement 66 

Instagram_N.movement 38 
Inperson_Covid-19 28 

whatsapp_Covid-19 8 

Inperson_election 6 

whatsapp_election 5 

Name: SALESCHANNELPERIOD, dtype: int64 

 

Results and Discussion 
Table 1 showed the result of data frame shape view which gave 657 rows × 6 columns. The  results indicates that the dataset was a 

low to id range dataset capacity. 

 

Table 1: Preprocessed Kaffi dataset view 

INDEX ITEM QTYTIME MARKETPRICE CUSTOMERPRICE SALESCHANNELPERIOD 

0 0 1 0 7000 6500 whatsapp_election 

1 1 3 0 45000 42000 Inperson_Covid-19 

2 1 1 0 12000 12000 Inperson_Covid-19 

3 1 2 1 6000 6000 Inperson_N.movement 

4 1 1 1 12000 12000 Inperson_N.movement 

𝖼 𝖼 𝖼 𝖼 𝖼 𝖼 𝖼 

652 26 2 0 24000 24000 whatsapp_N.movement 

653 26 1 1 12000 11000 whatsapp_N.movement 

654 26 1 0 10000 10000 whatsapp_N.movement 

655 26 2 0 24000 23000 whatsapp_N.movement 

656 26 1 1 12000 12000 whatsapp_N.movement 

657 rows × 6 columns without INDEX 

 

The results of predictions for stack of K-Nearest Neighbors (KNN), Support Vector Machine Enabled Radial Basis Function 

(SVM-RBF), Decision Trees (DT), Random forest (RF), Multilayer perception (MLP) using sale dataset (Table 2) showed that 

KNN, SVM-RBF, DT, RF, MLP, and the combined model had accuracy score of 62.99 %, 91.57 %, 52.45 %, 89.93 %, 33.02 % 

and 49.41 % respectively; the Matthews correlation coefficient (MCC) gave 50.84 %, 88.85 %, 34.76 %, 86.61 %, 6.12 % and 
29.95 % respectively; F1 score also gave 59.92 %, 91.24 %, 44.83 %, 89.58 %, 19.58 % and 43.59 % respectively. 
 

Table 2: Result of predictions for stack of K-Nearest Neighbors (KNN), Support Vector Machine Enabled Radial Basis Function 

(SVM-RBF), Decision Trees (DT), Random forest (RF), Multilayer perception (MLP) 

Model Accuracy (%) MCC (%) F1 (%) 

knn 63 50.84 59.92 

svm_rbf 91.57 88.85 91.24 

dt 52.46 34.76 44.83 

rf 89.93 86.61 89.58 

mlp 33.02 6.12 19.58 

stack 49.41 29.95 43.59  
 

Conclusion 
From the results, it could be concluded that combining models for machine learning operation does not necessarily give higher 
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performances in all score category. The confidence is on individual model to accurately learn on the dataset or from neighbor 

model for prediction. 
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